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Overview

This deck of slides goes through the asymptotic behavior of the ordinary
least squares estimator.

The corresponding chapter in Hansen is 7.
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Model and assumptions (H Assumption 7.2)

Parameter of interest is § in
Y =X'B+e, E(Xe) =0,

that is,
B =E(XX)'E(XY).

Assumptions:

1. Random sample: (Y;, X;) fori=1,...,n on (Y, X).
2. Finite fourth-order moments: E(|Y|*) < oo, and

3. E(J|X]|*) < oc.

4. Full rank: E(X X") is positive definite.
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Consistency (H Theorem 7.1)

The OLS estimator is

-1
. 1 & , 1 & Al A
while
B=EXX)TE(XY) = QxxQxy-
By the LLN, as n — oo,

Qxx Py Qxx, Qxy y Qxy-

Because Qxx is invertible, by the continuous-mapping theorem, as
n — 0o,

Aol A -1
QxxQxy j QxxQxvy
that is,
— B.
j—p
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Limit distribution (H Theorem 7.3)

Note that



That is,
N N 1 &
V(B =B) = Qxx—= ) _ Xie;
Now,
E(Xe) =0,  E(|Xe|®) <E(IX[*)*E(le]*)”* < o0

so that, by the CLT,
1 n
— ) Xe; = N(0,9Q Q=E(XX'e?).
\/ﬁ; 1617 (07 )a ( e)

Therefore, by Slutzky’s theorem,
Vi(B—B) = N0, Ve), Vi =QxxQQxk

because Qxx — Qxx, as n — oo.
p
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Homoskedasticity

V3 is the asymptotic variance of B

If
E(e}|X = z) = o?

then

Q=E(XX'e?) =EXX'E(?X)] =E(XX)o? =Qxx o’

Consequently, in this case,

-1
Vi =2 QY-
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Variance estimation (H Theorem 7.6)

An estimator of
is

for

where é; =Y; — X/ B are the least-squares residuals.

This is VHECY in Hansen.
B
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Consider the case where k = 1 for simplicity, then
|
= - Y x2e2 = X2 (Y X, )
1 Z Z i6
= Z X2 (e~ XB- )

~ LSSt - 2302 (et ) + 2 30 (- )’

i=1

15 YR N\ 5 1 4\ (5 _
_n;)(fef 2<H;Xfez>(,3 6)+<n;Xi>(ﬁ B)?

= (2+0p(1)) + Op(1) 0p(1) + Op(1) 05 (1)

— Q
p

as n — o0
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‘We have

We also know that

— B =o0p(1)
and that .
=3 X! 5 E(X?) < o,
=1 p

and

1 n

— ZX?ei — E(X%) < o0

n p
because

E(|X%|) < E(1X?[|Xel) < E(|X?*)E(|Xe|*)"

=E(X*)*0"? < .
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Linear contrasts (H7.10)

Suppose we are interested in the vector of linear contrasts
0=R'p
for some matrix k x ¢ (non-random) matrix R.

An estimator of 6 is

Consistency is immediate.

By linearity of the transformation,
NOUEY) = N(0.Vs), Vo=RVsR,

as n — oQ.
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Nonlinear transformations (H7.10)

Now consider nonlinear transformations

0 =r(p)
for r : RF — R4,
Then . .
0=r(B)—10
P

as n — oo provided that r is continuous at 3.

Further, if r is continuously differentiable with Jacobian R’ = R/(8),
then .

as n — o0.
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Standardized statistics: t-statistic and Wald statistic (H7.12 and

H.16)

Let R = R(B).

Easy to see that

as n — 0o.
Then, provided that Vj is invertible (wpal),

ViV (6 - 60) - N(O,I). (1)

The diagonal entries of the matrix
V2V

are the standard errors of the entries of #. They are a measure of
precision.

13/ 14



We will often work with

n(@-0yVy(0-0) 2 xg
which is the inner product of (1).
This is known as a Wald statistic.

When 7 : R¥ — R then 6 is a scalar and the left-hand side of (1) is
known as a t-statistic.

14/ 14



